|  |  |
| --- | --- |
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| CCS  |

|  |
| --- |
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1. 前言

本文件按照GB/T 1.1—2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别专利的责任。

本文件由中国计算机用户协会数据中心分会和北京科计通电子工程有限公司共同提出。

本文件由中国计算机用户协会归口。

本文件起草单位: 计算机用户协会数据中心分会、北京科计通电子工程有限公司、中国科学院计算机网络信息中心、中国建筑设计研究院有限公司、北京电信规划设计院有限公司、北京国信天元质量测评认证中心、中国石油勘探开发研究院、北京中联云服数据科技有限公司、联想（北京）信息技术有限公司、恒华数字科技集团有限公司、浙江德塔森特数据技术有限公司、中国中元国际工程有限公司、华为技术有限公司、曙光数据基础设施创新技术(北京)股份有限公司、施耐德电气（中国）有限公司上海分公司、中通服咨询设计研究院有限公司、浪潮电子信息产业股份有限公司、广东省能源局节能中心、中国航空规划设计研究总院有限公司电子工程设计研究院、深圳海兰云数据中心科技有限公司。

本文件主要起草人: 黄群骥、蔡红戈、佟钊、劳逸民、张竹月、杨威、于庆友、王新芳、浦廷民、张瑾、陈实、李大鹏、井光磊、张广河、吉青、王克勇、左力军、张磊、郝京阳、方明、崔吉顺、龚勋、田旭、江峰、阳必飞、周德文、姚建强、刘东雪、卢进、黄娜、周英杰、高鸿娜、范娟、师光福、邸贺亮、马莉莎、李迎春、范强、刘运雷、殷飞平。

本文件为首次发布。

超级计算数据中心设计要求

* 1. 范围

本文件规定了超级计算数据中心规划设计的要求，以确保超级计算机安全、稳定、可靠地运行，做到技术先进、经济合理、安全适用、节能环保。

本文件适用于新建、改建和扩建的超级计算数据中心的规划设计。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 7106 建筑外门窗气密、水密、抗风压性能检测方法

GB 12348 工业企业厂界环境噪声排放标准

GB/T 18883 室内空气质量标准

GB/T 32910.3 数据中心 资源利用 第3部分：电能能效要求和测量方法

GB/T 38833 信息通信用240V/336V直流供电系统技术要求和试验方法

GB 50016 建筑设计防火规范

GB 50023 建筑抗震鉴定标准

GB 50084 自动喷水灭火系统设计规范

GB 50174-2017 数据中心设计规范

GB 50189 公共建筑节能设计标准

GB 50222 建筑内部装修设计防火规范

GB 50370 气体灭火系统设计规范

GB/T 50378 绿色建筑评价标准

GB 50736 民用建筑供暖通风与空气调节设计规范

GB/T 51409 数据中心综合监控系统工程技术标准

JGJ/T 285 公共建筑能耗远程监测系统技术规程

* 1. 术语、定义和缩略语
		1. 术语和定义

《数据中心设计规范》GB50174界定的术语和定义适用于本文件。

超级计算机 supercomputer

超级计算机是基于通用或专用的高性能硬件和软件组成的计算系统，为处理复杂的数据、算法和应用等提供算力的高性能计算平台。可简称为高性能计算，也可简称为并行计算。

[来源：新编]

超级计算数据中心 supercomputing data center

简称为超算中心，为集中放置的超级计算机设备提供运行环境的建筑场所，可以是一栋或多栋建筑物，也可以是一栋建筑物的一部分。按功能区划分可分为超级计算机房、辅助区、支持区和管理区，各功能区可物理分区，也可逻辑分区。

[来源：GB 50174-2017，2.0.1，有修改]

超级计算机房 supercomputing room

主要用于超级计算机安装和运行的建筑空间，包括核心机房区和一般机房区等功能区域。

[来源：GB 50174-2017，2.1.2，有修改]

核心机房区 core computing area

超级计算机房内放置计算节点的功能区域。

一般机房区 general computing area

超级计算机房内除计算节点以外的高速网络、存储和管理等功能区域。

[来源：新编]

高速网络 high speed network

超级计算机房内计算节点间和计算节点与高速存储节点联络用的内部网络。

[来源：新编]

辅助区 auxiliary area

用于超级计算机安装、调试、维护、运行监控和管理的场所，宜包括进线间、测试机房、超算监控中心、综合监控中心、消防和安防控制室、拆包区、备件库、IT设备维护间、冷媒充装间和维修室等区域。

[来源：GB 50174-2017，2.1.3，有修改]

支持区 support area

为超级计算机房、辅助区提供动力支持和安全保障的区域，包括变配电室、柴油发电机房、电池室、空调设备机房、不间断电源系统用房、消防设施用房等。

[来源：GB 50174-2017，2.1.4]

管理区 administrative area

用于日常行政管理及为客户提供服务的场所，包括办公室、会议室、门厅、值班室、盥洗室、更衣间和用户工作室等。

[来源：GB 50174-2017，2.1.5，有修改]

* + 1. 缩略语

下列缩略语适用于本文件。

EEUE:电能使用效率（Electric Energy Usage Effectiveness）

WUE:水资源使用效率（Water Usage Effectiveness）

PDU:电源分配单元（Power Distribution Unit）

UPS:不间断电源系统（Uninterrupted Power System）

DCIM: 数据中心基础设施管理（Data Center Infrastructure Management）

* 1. 总体要求
		1. 一般规定
			1. 超算中心组成

超算中心的组成应根据系统运行特点及设备具体要求确定，宜由超级计算机房、辅助区、支持区和管理区等功能区域组成。

超级计算机房由核心机房区和一般机房区组成：放置计算节点设备的区域称为核心机房区；放置网络节点设备、存储节点设备和管理节点设备的区域称为一般机房区。核心机房区与一般机房区宜布置在不同房间内，也可以布置在同一个房间内。

* + - 1. 超算中心设计
1. 超算中心应根据超级计算机的性能和用户要求进行设计。用户要求不明确时，宜按照附录A的要求进行设计。
2. 超算监控中心和综合监控中心的布置应便于超算管理和使用人员的工作，室内环境温湿度应适宜，空气质量应达到《室内空气质量标准》GB/T 18883的要求。
3. 超算中心的通道与出入口设置应符合人员疏散、设备搬运等要求，且宜符合相关国家标准的规定。
4. 超算中心内所选用装修材料的燃烧性能应符合《建筑内部装修设计防火规范》GB 50222的有关规定。
5. 超算中心消防系统设计，应符合《数据中心设计规范》GB 50174、《建筑设计防火规范》GB 50016、《气体灭火系统设计规范》GB 50370和《自动喷水灭火系统设计规范》GB 50084的规定。
6. 超算中心应采取抗震措施，设备和系统的抗震能力应与建筑的抗震能力相适应。
7. 改建的超算中心应根据荷载要求，按照《建筑抗震鉴定标准》GB 50023的规定进行抗震鉴定。新建超算中心的抗震设防类别不应低于乙类，其他超算中心的抗震设防类别不应低于丙类。
8. 超算中心应采取减振、隔振措施，减少外界振动对设备的影响。
9. 采用浸没式或喷淋式液冷的超算中心，液冷设备排放的气体和液体应符合国家相关环保要求。
10. 存储、使用氟化液等特殊液体的房间应采取保障工作人员身体健康的措施。
11. 超算中心应采取防鼠害和防虫害措施。
	* 1. 超算中心的分类
			1. 超算中心分类

超算中心可按表1分为以下三类：

1. 超算中心可按照运算速度分为：I、II、III三类。
2. 超算中心可按照计算节点冷却方式分为：风冷式和液冷式两类。液冷式又可分为：冷板式、浸没式和喷淋式三种。
3. 超算中心可按照超级计算机在建筑中的安装地点分为专用单体建筑安装和共用建筑安装两类。
4. 超算中心分类表

| 分类方式 | 类型 | 指标参数 |
| --- | --- | --- |
| 运算速度 | I  | ≥100Pflop/s |
| II | 1～99Pflop/s |
| III  | ＜1Pflop/s |
| 计算节点冷却方式 | 风冷式 | 计算节点采用空气冷却方式 |
| 液冷式 | 冷板式 | 发热元件与冷却液不直接接触，冷却液无相变 |
| 浸没式 | 发热元件全浸泡于散热介质中，冷却液有相变 |
| 喷淋式 | 发热元件半浸泡于散热介质中，冷却液有相变 |
| 超级计算机安装地点 | 专用单体建筑 | 整体建筑物为超算中心服务 |
| 共用建筑 | 超算中心与其他计算设备共同安装在同一幢建筑物内 |

* + - 1. 超算中心运算速度与基础设施配置对应关系

超算中心按运算速度的不同，基础设施宜选择不同的配置要求。超算中心运算速度与基础设施配置对应关系宜符合表2中规定的配置要求。配置要求分为S1和S2两类，具体内容应符合附录A中的规定。

1. 超算中心运算速度与基础设施配置对应关系

|  |  |  |
| --- | --- | --- |
| 类 型 | 配置要求 | 部分场景 |
| I | S1 | 国家级超算、国家级实验室 |
| II | S1、S2 | 人工智能试验区、区域超算 |
| III | S2 | 气象、教育、制造、油气等行业超算  |

* 1. 工艺设备及布置
		1. 工艺设备
1. 风冷式超算中心是指计算节点服务器发热元件采用空气直接冷却方式的超算中心，即低温空气直接流过计算节点发热元件。
2. 冷板式超算中心是指计算节点服务器发热元件采用冷板式液体冷却方式构成的超算中心，冷却液不直接与服务器发热元件接触。
3. 浸没式超算中心是指计算节点服务器发热元件采用完全浸没在冷却液中的方式冷却的服务器构成的超算中心，服务器主板完全浸泡于冷却液中，发热元件与冷却液直接接触。
4. 喷淋式超算中心是指计算节点服务器采用冷却液直接喷淋至主板上发热元件的散热技术构成的超算中心。
5. 超算中心的核心机房、存储机房及网络机房根据技术要求可单独采用风冷式服务器，也可与液冷式（冷板式、浸没式或喷淋式）服务器混合使用。
	* 1. 设备布置
6. 超级计算机设备应按工艺要求布置，满足系统运行、维护管理、操作安全、设备和物料安装运输、安装和维护的要求。其功能布局宜具有灵活性、满足超算中心的工艺设备变化需求。
7. 共用建筑的超算中心，在确定超级计算机房的位置时，应对安全、设备运输、管线敷设、雷电感应、结构荷载、水患及空气调节系统室外设备的安装位置等问题进行综合分析和经济比较。
8. 计算节点柜与高速网络柜、存储柜的布置应按工艺设备供应商提供的相对位置要求进行平面布局规划。当无明确要求时，高速网络设备宜就近均匀布置，高速存储设备宜临近计算节点和高速网络区域布置。
9. S1类超算中心一般机房区的供配电系统设备宜满足《数据中心设计规范》GB 50174关于双路供电备份及物理隔离的容错要求。
10. 超级计算机用的近端冷却设备应靠近计算节点布置，气流组织应满足设备运行和节能要求。
	1. 建筑与结构
		1. 一般规定
11. 建筑、结构及装修设计应满足超级计算机的工作需求，包括平面布局、安装高度、运输通道等需求。
12. 机电配套设施的位置宜靠近超级计算机，并满足超级计算机不同区域的保障要求。
13. 工艺设备及配套机电设备安装区域的结构设计应满足设备运行所需的荷载要求。当运输通道不满足运输荷载要求时，应采取加固措施。核心机房的荷载应满足设备安装要求，设备无明确规定时，宜符合表3中的规定。其他区域荷载应符合附录A中的规定。
14. 核心机房的机房净高应根据机柜高度、管线安装及通风要求确定。当无相关资料时，上述区域的机房净高不宜小于3.0m（不包含架空地板在内）。
15. 超级计算机房和配电区域不应布置在用水区域的正下方，不应与振动和电磁干扰源为邻。
16. 设有技术夹层和技术夹道的超算中心，建筑设计应满足消防要求、各种设备和管线的安装维护要求。当管线需穿越楼层时，宜设置技术竖井。
17. 新建超算中心不应建设在地下室最底层。
18. 工艺设备及配套机电设备安装区域荷载要求

|  |  |  |
| --- | --- | --- |
| 超算设备计算节点冷却方式 | 配置要求 | 荷载值/( kN/m2) |
| 风冷式 | S1 | ≥12 |
| S2 | ≥8 |
| 液冷式 | S1 | ≥20 |
| S2 | ≥12 |

* + 1. 围护结构与节能
1. 超算中心的建筑气候分区和围护结构热工设计应符合《公共建筑节能设计标准》GB 50189的规定。当超级计算机房与外围护结构相邻时，对应部分外围护结构的热工性能宜根据全年动态能耗分析情况确定最优值，且全年不得结露。
2. 超算中心围护结构的材料选型应满足保温、隔热、防火、防潮、少产尘和环保等要求。外墙、屋面热桥部位的内表面温度不应低于室内空气露点温度。
3. 超级计算机房不宜设置外窗。当设有外窗时，外窗的气密性不应低于《建筑外门窗气密、水密、抗风压性能检测方法》GB/T 7106规定的8级要求或采用双层固定式玻璃窗，外窗应设置外部遮阳，遮阳系数按《公共建筑节能设计标准》GB 50189确定。不间断电源系统的电池室设有外窗时，应避免阳光直射。
	* 1. 装修
4. 超级计算机房室内装修材料的选用应符合《建筑内部装修设计防火规范》GB 50222关于防火性能的要求。
5. 应选用气密性好、不起尘、易清洁、符合环保要求、在温度和湿度变化作用下变形小、具有表面静电耗散性能的装修材料，不得使用强吸湿性材料及未经表面改性处理的高分子绝缘材料作为面层。
6. 超级计算机房内墙壁和顶棚的装修应满足使用功能要求，表面应平整、光滑、不起尘、避免眩光。
7. 超级计算机房地面设计应满足使用功能要求，当铺设防静电活动地板时，活动地板的高度应根据线缆及管道敷设、地板下送风等要求确定，并应符合附录A中的规定，当地板高度大于600mm时宜增加辅助支撑部件，辅助支撑部件应进行强度核算。
8. 辅助区视觉作业环境内宜采用低光泽的表面材料。
9. 当超级计算机房内设有用水设备及管道时，应采取防止水漫溢和渗漏措施。
10. 门窗、墙壁、地（楼）面的构造和施工缝隙，应根据所在区域的密闭要求，采取防火、防尘和防水等密闭措施。
11. 改建的超算中心当超级计算机房顶板已采用碳纤维加固时，应采取措施对碳纤维进行保护。
	1. 电气
		1. 一般规定
12. 供配电系统应按照超算中心业务特点、重要性、负荷性质及用电容量进行设计，设计应满足安全可靠、经济合理、减少电能损失、便于维护管理的要求。
13. 电气系统的母线、电线电缆、配电柜和开关等设施应有明显标识。
14. 电气系统电线电缆应满足阻燃和环保要求。
15. 超算中心具有连续供冷需求的，供配电系统应满足连续供冷的要求。
16. 超级计算机房计算节点应采用放射式供电，为其供电的电源宜符合附录A中的规定。
17. 高速网络、存储及通用机柜等通信设备的供配电应保证运行要求，并宜符合附录A中的规定。
18. 核心机房多组计算节点的供电，宜均匀分配在不同电源母线上。
19. 空气调节系统采用双路电源供电时应在末端切换，其开关柜等设备、电线线缆宜按容错配置，相互备用的设备宜布置在不同的物理隔间内，相互备用的管线可沿不同路由敷设。
20. 超级计算机房供配电系统宜根据极限测试工况及日常运行工况的负荷情况，进行用电负荷分期统筹设计，充分利用市政电力资源。
21. 超算中心无特殊要求时，电气系统设计应符合现行国家标准《数据中心设计规范》GB 50174和行业标准的相关规定。
	* 1. 供配电系统规划与设计
			1. 电气系统电源质量
22. 电气系统电能质量要求应符合表4中的规定。
23. 当计算节点的电能质量不能满足配电设计要求时，应在计算节点设备前端加装电能质量治理装置。
24. 大功率变频设备宜在设备侧采取保证电能质量的措施。
25. 直流供电系统应满足《信息通信用240V/336V直流供电系统技术要求和试验方法》GB/T 38833的要求。
26. 直流电源宜按模块化设计，整流模块应有冗余。
27. 单一模块故障或负载阶跃变化时，直流母线电压波动均不应超过表4的要求。
28. 直流电源输出电压应可在充电电压调节范围内连续可调。
29. 电气系统电能质量要求

|  |  |
| --- | --- |
| 项目 | 技术要求 |
| 电子信息设备（含发电机） |
| 交流输入稳态频率偏移范围 |  ±0.5Hz |
| 交流输入稳态电压偏移范围 |  +7%～-10% |
| 输入电压谐波畸变率 | ≤3% |
| 交流供电时非电子用电设备 |
| 输入电压偏移范围 | ±5 |
| 高压直流供电 |
| 直流输出电压与输出电压整定值偏差a | 整定值±0.5% |
| 不间断电源 |
| 输入端谐波电流总畸变率（满载） | ≤5% |
| 输出端谐波电压总畸变率（线性负载） | ≤3% |
| 输入功率因数 | ≥0.95 |
| 直流电源 |
| 整流模块冗余数量 | ≥1（当整流模块每超过10块时,再+1） |
| 直流母线电压波动范围b | 电压整定值±5% |
| 恢复时间b | ≤200μs |
| 1. 直流电源输入电压在额定值的85%~110%之间和负载在10%至100%之间的任意组合
2. 单一模块故障或负载阶跃变化
 |

* + - 1. 备用电源系统
1. 超算中心的备用电源应符合附录A中的规定。
2. 超算中心有连续供冷要求的，电源后备时间不应低于连续供冷时间要求。
3. 柴油发电机组的功率选配应符合《数据中心设计规范》GB 50174及行业标准的相关规定。
	* + 1. 不间断电源系统
4. 超算中心不间断电源应符合附录A中的规定。
5. 不间断电源的容量应根据负载的总容量和负载的功率因数确定，且应预留余量。
	* + 1. 空气调节系统配电要求
6. 空气调节系统的配电应满足制冷系统的供电要求。
7. 高温冷源配电不应低于计算节点设备的配电要求。当计算节点设备有失电后延时冷却需求时，空气调节系统的供电应满足需求。
8. S1类计算节点空气调节系统宜采用单路电源供电。S2类计算节点空气调节系统应由双重电源供电，且可配备1路不间断电源。
9. 不同制冷方式的空调设备配电范围应包含表5中的内容。
10. 空气调节系统设备配电范围

|  |  |
| --- | --- |
| 制冷方式 | 配电范围 |
| 风冷系统 | 空调室内机、室外机等 |
| 冷冻水系统 | 蓄冷装置控制系统、电动阀门、冷冻水循环泵、冷却水循环泵、空调末端风机等 |
| 蒸发冷水机组 | 风扇、循环泵、阀门、喷淋泵等 |
| 液冷服务器系统 | 水泵、电动阀门、控制系统、冷源换热分配单元、制冷设备等 |

* + 1. 变配电监测管理系统
1. 超算中心宜根据变配电系统的管理特点设置独立的变配电监测管理系统。
2. 变配电监测管理系统范围宜包括从超算中心的市电电源进线至终端精密配电柜的全部配电系统。
3. 变配电监测管理系统应采用冗余架构，在实时数据、历史数据、报警等重点环节采用服务器冗余。
4. 变配电监测管理系统宜具有电能质量监测分析、电气设备状态、数据中心电能分布、能效计算等数据分析功能。
	1. 空气调节与给排水
		1. 一般规定
5. 超算中心的空气调节系统和给排水系统设计应满足超级计算机运行工艺需求。当超级计算机供应商未提供明确功能需求时，不同功能区域的空气调节系统设计可参照《数据中心设计规范》GB 50174和《民用建筑供暖通风与空气调节设计规范》GB 50736的相关规定确定。
6. 超算中心与其它功能用房共建于同一建筑内时应设置独立的空气调节系统。
7. 空气调节系统和给排水系统的设计应符合运行可靠、经济适用、节能和环保的要求。
8. 分期建设的超算中心，空气调节系统应具备可扩展性。
9. 超算中心空气调节系统设计时，应根据当地气候条件，充分利用自然冷源。
10. 超算中心的空气调节系统应根据不同工艺设备的散热方式和对散热介质的要求分别提供适宜的冷源并采用适当的气流组织方式。
11. 超算中心运行负载率不恒定时，空气调节系统应具备随负载自动调节负荷的能力。
12. 超算中心内的给水排水管道应使用耐腐蚀、耐久性好的管材、管件，避免管道漏损。
	* 1. 负荷计算
13. 采用风冷或水冷的超算中心空调负荷计算应符合《数据中心设计规范》GB 50174-2017中7.2要求。
14. 当采用高温冷源设备时，核心机房应单独设置空气调节系统，空调负荷计算应包含设备外表面向房间内的散热，设备外表面散热量宜由设备供应商提供。
15. 超算中心计算节点同时使用系数无资料时应取1.0，存储、网络等高热密度区的设备同时使用系数应符合超算设备供应商提出的要求，当无要求时宜按1.0考虑。
	* 1. 系统设计
			1. 采用冷冻水空气调节系统的超算中心

采用冷冻水空气调节系统的超算中心宜按下列要求进行设计：

1. 当水源不能可靠保证超算中心运行需要时，可采用两种冷源供应方式。
2. 冷冻水供回水管路宜采用环形管网或双供双回方式。
3. 有连续供冷要求的或计算节点设备有失电后延时冷却需求时应设置蓄冷设施，蓄冷时间应满足超算设备的制冷要求。
	* + 1. 采用冷却塔散热的超算中心

采用冷却塔散热的超算中心空气调节系统应设置满足连续供冷运行需求的冷却水补水和储存设施。当空气调节系统采用冷却塔散热方式时，冷却水补水量可按下述原则计算：

1. 核心机房计算节点的散热补水量按满载运行时间1～2h以及最小负载运行时间不少于2～3h叠加计算（二者不应同时取较小值）。
2. 网络设备与存储设备的散热补水量按满载运行时间3～4h计算。
	* + 1. 其他设计
3. 超算中心的风管和水管的保温、消声材料、粘结剂，应选用非燃烧A级材料或难燃B1级材料，表面应作隔气、保温处理。
4. 超算中心应维持正压。超算中心与其它房间、走廊的压差不宜小于5Pa，与室外静压差不宜小于10Pa。
5. 当设备维护会产生工作介质挥发或泄露时，应采取通风措施，保障工作环境要求，宜设置专用的设备维护间。
6. 超算中心机房空气调节系统的新风设计宜按照《数据中心设计规范》GB 50174的要求执行。
7. 超算中心内空调设备宜设置中效过滤器。
8. 电池室等易对空气造成二次污染的房间，应采取防止污染物随气流进入其它房间的措施。
9. 有冷冻结冰风险的地区，应设计室外循环水系统防冻措施。
10. 超算中心宜采用余热回收措施。
11. 超算中心布置在室外的风冷冷水机组、干冷器、冷却塔、风侧自然冷却设备等运行噪声应满足《工业企业厂界环境噪声排放标准》GB 12348的要求。
	* 1. 气流组织
12. 超算中心空气调节系统的气流组织形式，应根据超算设备本身的冷却方式、布置方式、设备散热量、室内送回风和建筑条件综合确定。
13. 采用面对面放置的常规风冷服务器的机柜，气流组织形式宜符合表6中的规定。
14. 单台机柜发热量大于30kW、服务器可满足液冷冷却方式时，宜采用液冷、封闭式冷柜等更高效率的制冷模式。
15. 可采用计算流体动力学软件对超级计算机房气流组织进行模拟验证。
16. 不同发热量机柜与气流组织形式推荐表

|  |  |
| --- | --- |
| 机柜发热量P/kW  | 推荐的气流组织形式 |
| P＜4 | 活动地板下送风，设置冷热通道 |
| 4≤P＜10 | 活动地板下送风，或行间空调水平送风，冷热通道隔离  |
| 10≤P＜15 | 行间空调水平送风，冷热通道隔离 |
| 15≤P＜50 | 行间（机柜外循环）/背板空调水平送风，冷热通道隔离或行间（机柜内循环）空调水平送风 |

* + 1. 管道敷设
1. 超算中心内安装有自动喷水灭火设施、空调机、加湿器和水管的房间，地面应设置挡水和排水设施。
2. 超算中心不应有与超级计算机房内设备无关的给排水管道穿过超级计算机房，相关给排水管道不应布置在超算设备的上方。
3. 超算中心内的冷却水、冷冻水和给排水管道应采取防渗漏、保温和防结露措施。
4. 进入超级计算机房的给水管应加装阀门。穿过超级计算机房的给排水管道应暗敷或采取防漏保护的套管。管道穿过超级计算机房墙壁和楼板处应设置套管，管道与套管之间应采取密封措施。
	* 1. 设备选择
5. 空气调节系统和设备应根据超级计算机的冷却方式、气候条件、建筑条件、设备的发热量等进行选择，并应按附录A的要求执行。
6. 直接蒸发式机房专用空调、行间制冷空调宜采用回风温度控制。采用水系统的机房专用空调、行间制冷空调宜采用送风温度和回风温度分别控制水阀开度及风机变速。
7. 空调设备应带有通信接口，通信协议和监控的主要参数应符合《数据中心综合监控系统工程技术标准》GB/T 51409的要求。
8. 超算中心内的相对湿度可由机房专用空调、行间制冷空调进行控制，也可由其他恒湿机进行调节。
9. 空调设备的空气过滤器和恒湿机应便于清洗和更换，设计时应为空调设备预留维修空间。
	* 1. 通风设计
10. 采用相变浸没式或喷淋式直接液冷的超算中心应设置独立的送、排风系统。
11. 当核心机房内的管道夹层和核心机房是两个独立的封闭空间时，核心机房和管道夹层应分别设置送、排风系统。
12. 送、排风系统的通风量应根据冷媒特性和生产厂商的技术要求确定。当资料不全时，平时通风量不小于1次/h，事故通风量不小于5次/h，排风口下缘距地板应小于0.3m。
13. 超算中心的送、排风应在保证超级计算机房与其他相邻区域的正压值大于5Pa的前提下保持平衡。
	* 1. 空气调节系统的智能监测与控制系统
14. 空气调节系统宜建立智能监测与控制系统，可实现从冷源到传输分配单元、制冷末端的全冷链自动调控运行，也可由环境和设备监控系统对空气调节系统进行集中监测和管理，并对空气调节系统的故障报警进行监测。
15. 智能监测与控制系统应具有集成性、稳定性、时效性、准确性，能保障制冷系统智能控制要求，并具有可视化智能控制功能。
	1. 网络与布线系统
		1. 网络系统
16. 超算中心网络系统应根据用户需求和超级计算技术发展状况进行规划和设计，可采用IP网络和IB 网络。
17. 超算中心网络应包括互联网络、计算网络、高速传输网络、存储网络和内部运维网络。计算网络、高速传输网络、存储网络可采用二层或一层架构。
18. 超算中心的核心网络设备应采用容错配置，并应具有可扩展性，相互备用的核心网络设备宜布置在不同的物理隔间内。
	* 1. 布线系统
19. 超算中心布线系统主要包括各种网络对应的布线系统设计，设计内容除应符合本文件的规定外，尚应符合现行国家标准《数据中心设计规范》GB 50174、《综合布线系统工程设计规范》GB 50311的有关规定。
20. 超算中心布线系统应根据超级计算架构和技术要求进行设计，应具备支持10Gb/s，40Gb/s和100Gb/s或更高的网络传输能力。
21. 超算中心布线系统采用的线缆应满足阻燃和环保要求。
22. 超算中心的计算设备、存储设备与网络设备的连接应采用OM3/OM4多模光缆、单模光缆、6A类及以上对绞电缆 或IB网络专用线缆，并应采用冗余配置。
23. 超算中心的高速网络和存储网络的光缆布线系统宜采用MPO/MTP预连接系统或IB网络专用连接系统。
24. 超算中心宜采用布线管理系统对布线系统进行实时管理。
25. 超算中心布线系统与互联网络和内部运维网络互联时，接口配线设备的端口数量和线缆的敷设路由应满足超算中心的对外服务需求，并应保证网络出口安全。
26. 超算中心计算节点与存储节点的布线距离应满足高速网络的要求。
	1. 智能化系统
		1. 一般规定
27. 超算中心智能化系统应包括安全防范系统、环境和设备监控系统、建筑设备监控系统、能效监管系统、数据中心基础设施管理系统（DCIM）等，还宜包括信息引导及发布系统。
28. 智能化各系统可集中设置在总控中心内，各系统设备应集中布置，供电电源应可靠，应采用独立不间断电源系统供电，各系统应单独回路配电。
29. 智能化系统应支持各种传输网络和多级管理。系统应具有兼容性、集成性、开放性、可扩展性及可对外互联等功能。
30. 智能化系统应具备显示、记录、控制、报警、提示及趋势分析功能。
31. 系统采用的操作系统、数据库管理系统、网络通信协议应采用国际上通用的系统和协议。
	* 1. 安全防范系统
32. 安全防范系统宜由视频安防监控系统、入侵报警系统和出入口控制系统组成，各系统之间应具备联动控制功能。S1配置的超级计算机房的视频监控应实现无盲区监控。
33. 独立建筑的超算中心应考虑走道、楼梯等区域的无盲区视频监控点位设置。
34. 一体化超算设施内部配置视频安监控和出入口控制系统的，应接入安全防范系统统一管理。
35. 当发生火灾等紧急情况时，出入口控制系统应能接受相关系统的联动控制信号，自动打开疏散通道上的门禁系统。
36. 出入口控制系统、入侵报警系统宜与视频安防监控联动，当检测到非法入侵时，可联动相应区域摄像机，弹出画面，并对现场情况进行录像。
37. 室外安装的安全防范系统设备应采取防雷电保护措施，电源线、信号线应采用屏蔽电缆，避雷装置和电缆屏蔽层应接地。
	* 1. 环境和设备监控系统
38. 监测和控制超级计算机房和辅助区的温度、露点温度和相对湿度等环境参数，当环境参数超出设定值时，应报警并记录。核心设备区及高密度设备区宜设置机柜微环境监控系统。
39. 超级计算机房内有水患的部位应设置漏水检测和报警装置，强制排水设备的运行状态应纳入监控系统。
40. 环境检测设备的安装数量及安装位置应根据运行和控制要求确定，超级计算机房的环境温度、露点温度和相对湿度应以冷通道或以送风区域的测量参数为准。
41. 设备监控系统宜对机电设备的运行状态进行监视、报警并记录。机房空调设备、冷水机组、柴油发电机组、不间断电源系统等设备自身应配带监控系统，监控的主要参数应纳入设备监控系统，通信协议应满足设备监控系统的要求。具体内容应符合附录A中的规定。
	* 1. 建筑设备监控系统
42. 采用水冷空调或液冷式的超算中心应配置建筑设备监控系统。
43. 监控的设备范围宜包括冷源、通风和空气调节、给水排水、照明、电梯等，并宜包括以自成控制体系方式纳入管理的专项设备监控系统等。
44. S1型超算中心应配置2套建筑设备监控系统主控制器和服务器，进行双机热备。S2型超算中心应配置1套建筑设备监控系统主控制器和服务器。
45. 建筑设备监控系统应具有与第三方系统集成的通讯接口或协议。
46. 应对每组冷水机组独立配置现场控制器，不应其他机电设备共用。
47. 对有连续供冷需求的设备，应采用UPS对其建筑设备监控系统进行供电，UPS后备时间不应小于服务器设备停机冷却需要时长。
48. 监控模式应与建筑设备的运行工艺相适应,并应满足对实时状况监控、管理方式及管理策略等进行优化的要求。
49. 核心机房和核心机房内的管道夹层内应设置冷媒泄漏探测传感器，当发生冷媒泄漏时应报警并自动连锁开启事故送、排风机。
	* 1. 能效监管系统
			1. 能效监管系统设计
50. 能效监管系统设计应符合《公共建筑能耗远程监测系统技术规程》JGJ/T285和《绿色建筑评价标准》GB/T 50378的有关规定。
51. 能效监管的范围宜包括冷源、通风和空气调节、给排水、供配电、照明、电梯等建筑设备，且计量数据应准确。
52. 能耗计量的分项及类别宜包括电量、水量、集中供冷耗冷量等使用状态信息，记录和处理相关数据，根据要求提供相应的数据和报表，对电能使用效率（EEUE）和水资源使用效率（WUE）进行检测和计算。
	* + 1. 能效监管系统管理软件
53. 能耗监管系统应支持不同类型的能耗计量装置的接入。
54. 应支持B/S架构或C/S架构。
55. 应通过对纳入能效监管系统的分项计量及监测数据统计分析和处理,提升建筑设备协调运行和优化建筑综合性能。
56. 超算中心本地的能效监管系统在向上一级管理中心传输数据时，应采用高级数据加密标准进行加密。
57. 能效监管数据应采取冗余和备份措施，数据保存时间不应少于3年。
	* 1. 数据中心基础设施管理系统
58. DCIM应包括：安全防范系统、环境和设备监控系统、建筑设备监控系统、火灾自动报警（信号）、电力监控系统系统等，通过集成平台形式统一监控、管理及展示。
59. DCIM应具有先进性、可靠性、安全性、集成性、可扩展性，并应支持后期建设的升级改造和新系统的接入，支持手机APP和小程序登录。
	* 1. 基础设施的网络安全
60. 超算中心基础设施应满足国家《网络安全法》相关网络安全规定，系统自身应进行有关网络安全设计。
61. 系统应具备开放性设计，应支持通过Webservice API、SNMP等行业通用的标准化协议，开放数据供第三方系统调用与使用，以满足差异化需求与二次开发要求。
62. 数据中心基础设施的智能硬件包括信号采集器、UPS、蓄电池管理设备、锂电池管理设备、智能配电柜/配电箱、智能PDU、空调设备、智能传感器、安防设备等，应至少通过利用防火墙技术，远程访问使用VPN加密通道，防暴力破解、防DDoS攻击，安全协议SNMPV3(默认)，ModbusTCP加密通道等手段，实现网络拦截。
63. 智能硬件设备应至少通过集中认证控制，重要操作二次认证，挑战码认证，基于角色的权限管理等手段，实现认证授权。
64. 智能硬件设备应至少通过数据范围校验，软件包数字签名校验，可信计算，去Root化，OS加固，安全日志，进程服务最小化等手段，实现完整性校验。
65. 智能硬件设备应至少通过敏感数据加密存储，敏感数据匿名化，安全通道传输数据、数据隔离等手段，实现数据保护。
66. 系统应采用高安全设计，对操作系统、数据库、管理软件进行加固，管理软件与采集器之间传输通道须采用加密传输，对于敏感数据和密码等应加密保护。
67. 系统应该对敏感数据进行保护，应对数据进行加密保护、加密传输，并不存储在应用程序的内存中。
68. 系统应使用强密码策略与密码修改策略，宜包含长度限制、字符组合及弱密码检测等常规策略，系统的用户密码、手机号、邮箱等个人信息的存储须经过加密处理，不得明码存储。
69. 系统应使用业界公认标准安全的协议来登录后台服务器或访问设备，安全协议参考SSHv2、HTTPS、FTPS、SNMPv3、TLSv1.1、TLSv1.2。
70. 系统日志应包含安全日志、系统日志和操作日志，涵盖系统内所有的用户活动和操作指令，且不得删除。
71. 系统的安全事件、系统情况、操作指令应做到可追溯，可查，可诊。
72.
73. （规范性）
超算中心基础设施配置要求

|  |  |  |
| --- | --- | --- |
| 项目 | 技术要求 | 备注 |
| SI | S2 |
| 计算节点 | 其他 | 计算节点 | 其他 |
| 选址 |
| 距离停车场 | 不应小于20m | 不宜小于10m | — |
| 距离铁路或高速公路的距离 | 不应小于800m | 不宜小于100m | — |
| 距离地铁的距离 | 不宜小于100m | 不宜小于80m | — |
| 距离甲、乙类厂房和仓库、垃圾填埋场 | 不应小于2000m | — |
| 距离火药炸药库 | 不应小于3000m | — |
| 距离核电站反应堆中心位置点 | 不宜小于10000m | — |
| 环境要求 |
| 超级计算机房环境温度 | ＜26℃ | — |
| 冷通道或机柜进风区域的温度 | 18℃～27℃ | 设备特殊要求的，按设备要求 |
| 冷通道或机柜进风区域的相对湿度和露点温度 | 露点温度5.5℃～15.5℃，同时相对湿度≤60% | — |
| 机柜进风相对湿度 | 相对湿度≤60% | — |
| 温度变化率 | Δt≤5℃/h | — |
| 洁净度 | 每立方米空气中大于或等于0.5μm的悬浮粒子数应少于17600000粒 | — |
| 工艺设备布置 |
| 采用浸没式液冷技术时，设置设备维护间 | 应 | — |
| 计算节点与内网传输、存储设备就近布置 | 应 | 宜 | — |
| 建筑与结构 |
| 抗震设防分类 | 不应低于乙类 | 不应低于丙类 | — |
| 活荷载标准值 | ≥10 kN/m2 (组合值系数Ψc=0.9；频遇值系数Ψf=0.9；准永久值系数Ψq=0.8) | 根据机柜的摆放密度确定荷载值 |
| 吊挂荷载 | 1.2kN/m2 | — |

上表（续）

|  |  |  |
| --- | --- | --- |
| 项目 | 技术要求 | 备注 |
| SI | S2 |
| 计算节点 | 其他 | 计算节点 | 其他 |
| 不间断电源系统 室活荷载标准值 | ＞10kN/m2 | — |
| 电池室活荷载标准值 | ＞16kN/m2 | 蓄电池组4层摆放 |
| 外墙采光窗 | 不宜 | — |
| 围护结构保冷隔汽及防潮措施 | 应 | — |
| 屋面防水等级 | I级 | 当工艺设备及配电设备用房位于顶层时 |
| 架空地板高度 | ＞500mm | 地板下空间作为送风静压箱使用。 |
| 架空地板高度 | ＞800mm,满足地板下管道安装与维护要求 | 地板下空间用作管道安装。 |
| 空气调节 |
| 设置空气调节系统 | 应 | — |
| 空气调节系统是否配置冷机 | 应 | 宜 | 应 | 应 | — |
| 不间断电源系统电池室设置空调降温系统 | 宜 | — |
| 超级计算机房维持正压 | 应 | — |
| 超级计算机房设置排风系统 | — | 宜 | — | - | 采用浸没式或喷淋式液冷技术时，非连续运行要求 |
| 浸没式或喷淋式液冷排风要求 | / | 1次/h | / | / | 设备特殊要求的，按设备要求 |
| IT设备同时使用系数 | 1.0 | 1.0 | 1.0 | 0.8~1.0 | 负荷计算用 |
| 冷源及循环系统备份 | N+X（X=1～N） | N | N+X（X=1～N） | N+X（X=1~N） | 应满足运行维护需求 |
| 循环冷冻水供回水温差 | 5℃～8℃ | 包括冷却塔供冷方式 |
| 循环冷却水供回水温差 | 5℃～8℃ | — |
| 相变液冷的停机降温措施 | 可 | — | 可 | - | 不应小于工艺设备供应商提出的停机冷却最小时长。 |

上表（续）

|  |  |  |
| --- | --- | --- |
|  | 技术要求 |  |
| 项目 | SI | S2 | 备注 |
|  | 计算节点 | 其他 | 计算节点 | 其他 |  |
| 设置连续供冷措施 | 可 | 应 | 可 | 应 | 不应小于服务器设备停机冷却需要时长，应遵循工艺设备供应商要求。 |
| 供冷循环水系统探伤要求（X射线或超声波） | 应 | 宜 | 应 | 宜 | 包括冷冻水及冷却水系统，按IV级管道探伤要求 |
| 超级计算机房保持正压 | 应 | — |
| 机房空调 | N+1 | 当采用风冷空调、列间空调时 | N + 1冗余主机房中每个区域冗余1台 | N+1 | 当采用风冷空调、列间空调时 |
| 空调水系统管网 | 环网或并行单路 | 满足连续运行及可在线维护需求。 | 分区域单路或双路环网 | 环网或并行单路 | 满足连续运行及可在线维护需求。 |
| 冷却水补水储存装置 | 宜 | — |
| 电气技术 |
| 供电电源 | 宜由双重电源供电 | 应由双重电源供电 | — |
| 不间断电源 | 可 | 应 | 宜 | 可 | — |
| 直流电源 | 可 | — | 可 | 可 | — |
| 电池后备时间 | 7min | 15min | 15min | 7min | 根据设备运行要求 |
| 柴油发电机组 | — | 应 | 可 | — | 根据设备运行要求 |
| 柴油发电机燃料存储量 | — | 满足12h用油 | 当外部供油时间有保障时，燃料存储量仅需大于外部供油时间。 |
| 供配电设备与通信设备就近布置 | 应 | 宜 | 应 | 应 | — |
| 采用风冷直膨式空调系统供冷的空调系统 | 单路电源供电 | 应由双重电源供电，且单机柜8kW以上机房宜配备1路不间断电源空调室内机风扇供电 | 应由双电源供电，且可配备1路不间断电源 | 应由双重电源供电，且应配备不少于1路不间断电源为空调室内机风扇供电 | — |

上表（续）

|  |  |  |
| --- | --- | --- |
|  | 技术要求 |  |
| 项目 | SI | S2 | 备注 |
|  | 计算节点 | 其他 | 计算节点 | 其他 |  |
| 采用冷冻水或冷却水系统供冷的空调系统 | 单路电源供电 | 由双重电源供电，且单机柜8kW以上机房宜配备1路不间断电源为蓄冷装置控制系统、电动阀门、冷冻水循环泵、冷却水循环泵、空调末端风机供电； | 应由双电源供电，且可配备1路不间断电源 | 应由双重电源供电，且应配备不少于1路不间断电源为蓄冷装置控制系统、电动阀门、冷冻水循环泵、冷却水循环泵、空调末端风机供电； | — |
| 采用蒸发冷却式冷水机组的空调系统 | 单路电源供电 | 由双重电源供电，且单机柜8kW以上机房宜配备1路不间断电源为风扇、循环泵、阀门、喷淋泵供电； | 应由双电源供电，且可配备1路不间断电源 | 应由双重电源供电，且应配备不少于1路不间断电源配备1路不间断电源为风扇、循环泵、阀门、喷淋泵供电； | — |
| 智能化要求 |
| 综合监控系统 | 应配置2套综合监控系统服务器，进行双机热备 | 应配置1套综合监控系统服务器 | — |
| 安全防范系统 | 发电机房、变配电室、电池室、动力站房 | 出入控制（识读设备采用读卡器）、视频监视 | — |
| 安全出口 | 出入控制（识读设备采用读卡器）、视频监视、入侵报警探测器 | 包含通往屋面的出入口、可进入数据中心内部的电缆沟 |
| 总控中心 | 出入控制（识读设备采用读卡器）或人体生物特征识别、视频监视、声光报警、总控中心连锁报警 | — |
| 安防设备间 | 出入控制（识读设备采用读卡器）、视频监视 | — |
| 主机房出入口 | 出入控制（识读设备采用读卡器）或人体生物特征识别、视频监视 | 出入控制（识读设备采用读卡器）、视频监视 | — |
| 主机房内 | 视频监控 | — |
| 走廊等公共区域 | 视频监控、电子巡查设备 | — |

上表（续）

|  |  |  |
| --- | --- | --- |
|  | 技术要求 |  |
| 项目 | SI | S2 | 备注 |
|  | 计算节点 | 其他 | 计算节点 | 其他 |  |
| 安全防范系统 | 建筑物周围和停车场 | 出入控制（识读设备采用读卡器）或人体生物特征识别、视频监视、电子巡查设备 | 出入控制（识读设备采用读卡器）、视频监视、电子巡查设备 | 适用于独立建筑的超算中心 |
| 环境和设备监控系统 | 空气质量 | 粒子浓度、温度、露点、相对湿度 | — |
| 漏水检测报警 | 装设漏水感应器 | — |
| 强制排水设备 | 设备的运行状态 | — |
| 集中空调和新风系统、动力系统 | 设备运行状态、滤网压差 | — |
| 机房空调 | 状态参数：开关、制冷、加热、加湿、除湿、水阀开度、水流量报警参数：温度、相对湿度、传感器故障、压缩机压力、加湿器水位、风量 | — |
| 电力监控系统 | 变配电监测系统 | 应 | 宜 | SI级超算中心应配置独立的电力监控系统。 |
| 变配电系统 | 开关状态、电流、电压、有功功率、功率因数、谐波含量、电子信息设备用电量、数据中心用电量、电能利用效率 | — |
| 不间断电源系统 | 输入和输出功率、电压、频率、电流、功率因数、负荷率； 电池输入电压、电流、容量； 同步/不同步状态、不间断电源系统/旁路供电状态、市电故障、不间断电源系统故障。 | — |
| 电池 | 监控每一个蓄电池的电压、内阻、故障和环境温度 | — |
| 柴油发电机系统 | 油箱（罐）油位、柴油机转速、输出功率、频率、电压、功率因数 | — |
| 建筑设备监控系统 | 应配置2套建筑设备监控系统主控制器和服务器，进行双机热备 | 应配置1套建筑设备监控系统主控制器和服务器 | — |
| 采集的信息包括温度、湿度、流量、压力、压差、液位、照度、气体浓度、电量、冷热量等建筑设备运行基础状态信息 | 在靠近冷媒管路的位置，加探测器对冷媒进行监测，泄漏及时报警，并对机房环境进行排风并补充新风，避免冷媒泄露导致人员窒息。 |
| 能效监管系统 | 应 | — |

上表（续）

|  |  |  |
| --- | --- | --- |
|  | 技术要求 |  |
| 项目 | SI | S2 | 备注 |
|  | 计算节点 | 其他 | 计算节点 | 其他 |  |
| 数据中心基础设施管理系统 | 应 | — |
| 总控中心 | 应 | — |
| 信息引导及发布系统 | 宜 | — |
| 网络与布线要求 |
| 网络架构 | 宜采用IB网络，可采用IP网络 | 可采用IB网络，宜采用IP网络 | — |
| 计算网络、高速传输网络和存储网络传输速率 | ≥40Gb/s | ≥10Gb/s | — |
| 计算网络、高速传输网络和存储网络传输距离 | 应满足超算设备的最远传输距离要求 | — |
| 布线系统实时管理 | - | 宜 | - | 可 | — |
| 布线防火要求 | - | 宜采用CMP级或低烟无卤阻燃电缆，OFNP或OFCP级光缆。 | - | 可采用CMP级或低烟无卤阻燃电缆，OFNP或OFCP级光缆。 | — |
| 布线标识管理 | 线缆两端应采用标识系统，且标识应清晰、牢固。 | — |
| 给水排水要求 |
| 冷却水储水量 | 4h | 6h | 2h | 4h | 服务器设备不要求时可不考虑 |
| 与IT设备机房无关的给排水管道穿越主机房 | 不应 | 不应 | 不宜（应采取有效保护措施） | 不宜（应采取有效保护措施） | — |
| IT设备机房地面设置排水措施 | 应 | 应 | 宜 | 宜 | — |
| 屋面雨水采用外排系统 | 宜 | 机房屋面雨水排放优先采用外排方式 |
| 机房加湿给水采用软化水 | 宜 | 具体是否采用软化水应结合当地水质情况及使用方要求而定 |

1. （资料性）
变配电监测管理系统

超算中心属于供电可靠性要求特别高的场所，根据配电系统的管理特点，应设置独立的变配电监控管理系统。

* 1. 系统架构设计

超算中心应以数字化的硬件作为关键的监控对象，管理对象包括中压、低压的变配电设备，以及UPS和UPS后端配电柜。

超算中心应采用成熟的数字化产品，对中低压变配电回路进行监测。宜选择智能断路器、多功能仪表、综合保护装置、保护设备等数字化设备完成相关回路的监测管理。

超算中心应采用合理的电力监控系统架构，针对超算中心，选择能够进行分散的集群部署，在每个集群架构中支持热备架构，确保超算中心超大监测体量的有效监测管理。

超算中心，宜采用灵活的部署方式，提供移动运维的管理平台，并根据系统的数据安全分析，灵活选择数据在移动运维端的同步方式。

针对超算中心的管理功能，电力监控系统宜实现下列功能：

1. 提供数据采集和汇总管理，通过解析设备协议，可采集各配电回路包括三相/线电压、电流、有功功率、无功功率、视在功率、有功电度、无功电度和总电度、功率因数、频率、谐波畸变率、最大值和最小值等电量参数等关键电量参数，对市电进线回路，应能够采集电能质量信息，包括但不限于电压骤变、电压跌落、电压扰动方向判定，谐波含量，高次谐波含量等。对关键配电回路，应对中低压断路器的运行报警信息、预警信息，以及设定参数进行数据监测。
2. 提供全面集中监测配电系统的运行状态，通过配电系统单线图的方式，监测整个配电系统的运行状态监测，提供电力系统监测界面中，应通过动态的画面着色清晰区分带电状态显示。
3. 提供数据信息的全面监测管理，同时支持远程控制和自动控制功能，在必要的应用场景中开放远程控制管理和自动控制管理功能。
4. 提供各参数的实时及历史曲线，可设置各参数的越限值，超过设置的阀值系统发出报警，且可在监控界面上变成红色并闪烁；可查询各参数的当前值、最大值、最小值。
5. 提供报警和事件记录管理，并能够通过SOE、PCBindingTime等方式，对报警进行记录汇总。
6. 提供报警和预警分析，通过及时获得预警信息，具备报警收敛功能。宜能够支持对断路器的报警分析管理，能够提前预警断路器设备的故障，可以自动分析故障影响，提供声光、短信等报警方式；对于连续发生的报警，应基于时间参数进行报警收敛分析，对同一设备的报警，应基于报警的频率进行基于设备的报警收敛分析。
7. 提供历史数据的记录和保存分析功能，针对现场的运行参数，可定义不低于15分钟的数据保存间隔；历史数据的保存应仅受硬盘的限制；在任何情况下，应保证历史数据得到有效保存；数据保存时间不少于3年。
8. 提供现场设备的波形捕捉管理功能，确保在故障情况下，现场的故障波形文件能够被系统记录，供系统分析管理使用；在电能质量出现偏差的情况下，现场的电能质量波形被记录，供系统进行电能质量影响的判定。
9. 提供数据分析报告，应该包括配电系统的运行分析报告，电能质量的分析报告，PUE和能源分析报告，关键断路器的容量和老化性能分析报告，设定参数的追踪报告等；所有报告应能够进行订阅，并按照需要进行PDF文件、Excel等格式的发布。
10. 提供自动保存详尽的设备运行信息，结合设备的生产、整定、维护数据，计算分析断路器的磨损程度，分析断路器的机械老化信息，断路器的电气老化信息，相关的分析数据应能按月定期分析，并将分析结果通过设备运维报告呈现，指导具体的运行维护管理，确保设备运行效能和寿命，并追溯设备的运行历史。
11. 提供电能质量监测分析功能，宜包括功率因数、电压偏差，不平衡度，频率偏差，功率因数，电压闪变，谐波含量，电缆温度等电能质量问题，评估电能质量能否符合标准以及判定电压的瞬变的扰动方向分析功能。
12. 提供电能耗分析功能，宜包括能耗的数据拆解，每个机房模块的PUE分析，能流图分析，同比环比能耗分析，能源排名分析，以及帕累托图分析等分析功能。
13. 提供基本的安全管理功能，宜基于角色进行用户管理，并支持群组定义，提供可靠的秘钥算法和管理机制确保系统安全。
14. 提供时钟同步管理，应确保在系统内的智能设备在同一时间精度。
	1. 监测管理的数据需求
		1. 监控系统对高压配电柜的监测功能要求
15. 应能监测进线回路的电流、电压、频率、有功功率、无功功率、功率因数和耗电量；参数监测要求如下表：
	1. 高压配电柜监测要求

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电流 | 进线回路 | — | — | 连续量 | 0%～100% | ±0.2% | — | 监控机房界面 | 3s | 300s | 1年 |
| 电压 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.2% | — | 监控机房界面 | 3s | 300s | 1年 |
| 频率 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.05% | — | 监控机房界面 | 3s | 300s | 1年 |
| 有功功率 | 进线回路 | — | — | 连续量 | 0%～ 100% | ± 0.2% | — | 监控机房界面 | 3s | 300s | 1年 |
| 无功功率 | 进线回路 | — | — | 连续量 | 0%～ 100% | ± 1% | — | 监控机房界面 | 3s | 300s | 1年 |
| 功率因数 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.01 | — | 监控机房界面 | 3s | 300s | 1年 |
| 耗电量 | 进线回路 | — | — | 连续量 | 0%～ 100% | 0.2s | — | 监控机房界面 | 3s | 900s | 1年 |
| 电能质量 | 进线回路 | — | — | 连续量 | — | — | — | — | — | — | — |

1. 应能监测馈线回路的电流、电压和耗电量；参数监测要求如下表：
	1. 馈线监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电流 | 馈线回路 | — | — | 连续量 | 0%～100% | ±0.2% | — | 监控机房界面 | 3s | 300s | 1年 |
| 电压 | 馈线回路 | — | — | 连续量 | 0%～ 100% | ±0.2% | — | 监控机房界面 | 3s | 300s | 1年 |
| 耗电量 | 馈线回路 | — | — | 连续量 | 0%～ 100% | 0.2s | — | 监控机房界面 | 3s | 900s | 1年 |

1. 应能监测进线断路器、馈线断路器、母联断路器的分、合闸状态；参数监测要求如下表：
	1. 断路器状态监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 配电回路 | 进线、馈线和联络 | — | 分合变化 | 通断量 | — | — | 分、合闸 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器故障 | 进线、联络，关键馈线 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器报警类型 | 进线、联络，关键馈线 | — | 报警/正常 | 通断量 | — | — | 故障全报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器磨损 | 进线、联络，关键馈线 | — | — | 连续量 | 0%～ 100% | — | — | — | 60s | 每次变化 | 1年 |
| 断路器负载时长 | 进线、联络，关键馈线 | — | — | 连续量 | 0%～ 100% | — | 报警/复归 | 监控机房界面 | 15m | 每次变化 | 1年 |

1. 应能监测进线断路器、馈线断路器和母联断路器的故障及跳闸报警状态。参数监测要求如下表：
	1. 故障监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 进线 | 进线、馈线、 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器 |
| 馈线 | 馈线 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器 |
| 母联 | 母联 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器 |

* + 1. 监控系统对低压配电柜的监测功能要求
1. 应能监测进线回路的电流、电压、频率，有功功率、无功功率、功率因数和耗电量，并宜能监测进线回路的谐波含量；参数监测要求如下表：
	1. 低压监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电流 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 3s | 300s | 1年 |

表B.5 低压监测（续）

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电压 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 3s | 300s | 1年 |
| 频率 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.05% | — | 监控机房界面 | 3s | 300s | 1年 |
| 有功功率 | 进线回路 | — | — | 连续量 | 0%～ 100% | 0.5 | — | 监控机房界面 | 3s | 300s | 1年 |
| 无功功率 | 进线回路 | — | — | 连续量 | 0%～ 100% | 2 | — | 监控机房界面 | 3s | 300s | 1年 |
| 功率因数 | 进线回路 | — | — | 连续量 | 0%～ 100% | ±0.01 | — | 监控机房界面 | 3s | 300s | 1年 |
| 耗电量 | 进线回路 | — | — | 连续量 | 0%～ 100% | 0.5S | — | 监控机房界面 | 3s | 900s | 1年 |

1. 应能监测出线回路的电流、电压和耗电量；参数监测要求如下表：
	1. 低压出现监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电流 | 馈线回路 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 2s | 300s | 1年 |
| 电压 | 馈线回路 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 2s | 300s | 1年 |
| 耗电量 | 馈线回路 | — | — | 连续量 | 0%～ 100% | 0.5S | — | 监控机房界面 | 2s | 900s | 1年 |

1. 能监测进线开关、重要配出开关、母联开关的分、合闸状态；参数监测要求如下表：
	1. 低压分合闸状态监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 分、合闸状态反馈 | 进线、联络开关 | — | 分合变化 | 通断量 | — | — | 分、合闸 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 分、合闸状态反馈 | 重要配出开关 | — | 分合变化 | 通断量 | — | — | 分、合闸 | 监控机房界面 | 2s | 每次变化 | 1年 |

1. 应能监测进线开关、重要配出开关和母联开关的故障及跳闸报警状态。参数监测要求如下表：
	1. 低压故障监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 断路器故障 | 进线、联络，关键馈线 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |

表B.8 低压故障监测（续）

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 断路器报警类型 | 进线、联络，关键馈线 | — | 报警/正常 | 通断量 | — | — | 故障全报警 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 断路器磨损 | 进线、联络，关键馈线 | — | — | 连续量 | 0%～ 100% | — | — | — | 60s | 每次变化 | 1年 |
| 断路器负载时长 | 进线、联络，关键馈线 | — | 　 | 连续量 | 0%～ 100% | — | 报警/复归 | 监控机房界面 | 15m | 每次变化 | 1年 |

* + 1. 监控系统对干式变压器的监测功能要求
1. 应能监测干式变压器的运行状态和运行时间累计；参数监测要求如下表：
	1. 变压器监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 干式变压器运行状态反馈 | 高压变压器回路 | — | 分合变化 | 通断量 | — | — | 分合闸和故障启动计时器 | 监控机房界面 | 2s | 每次变化 | 1年 |

1. 应能监测干式变压器超温报警和冷却风机故障报警状态。参数监测要求如下表：
	1. 变压器故障监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 温控器状态反馈 | 干式变压器 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |

* + 1. 监控系统对应急电源及装置的监测功能要求
1. 应能监测柴油发电机组工作状态及故障报警和日用油箱油位；参数监测要求如下表：
	1. 柴油发电机组监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 工作状态及故障报警和日用油箱油位 | 柴油发电机组 | — | 报警/正常 | 通断量 | — | — | 故障及跳闸报警 | 监控机房界面 | 2s | 每次变化 | 1年 |

1. 应能监测不间断电源装置（UPS）及应急电源装置（EPS）进出开关的分、合闸状态和蓄电池组电压；参数监测要求如下表：
	1. UPS&EPS监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 分合闸状态 | UPS | — | 分合变化 | 通断量 | — | — | 分、合闸 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 蓄电池组电压 | UPS | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 2s | 300s | 1年 |
| 分合闸状态 | EPS | — | 分合变化 | 通断量 | — | — | 分、合闸 | 监控机房界面 | 2s | 每次变化 | 1年 |
| 蓄电池组电压 | EPS | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 2s | 300s | 1年 |

1. 应能监测应急电源供电电流、电压及频率。参数监测要求如下表：
	1. 应急电源监测

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 监测点 | 安装位置 | 采样方式 | 数据 | 显示方式 | 记录方式 |
| 周期性 | 数变就发 | 类型 | 取值范围 | 测量精度 | 状态说明 | 显示位置 | 允许延时 | 记录周期 | 记录时长 |
| 电流 | 应急电源 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 3s | 300s | 1年 |
| 电压 | 应急电源 | — | — | 连续量 | 0%～ 100% | ±0.5% | — | 监控机房界面 | 3s | 300s | 1年 |
| 频率 | 应急电源 | — | — | 连续量 | 0%～ 100% | ±0.05% | — | 监控机房界面 | 3s | 300s | 1年 |

* + 1. 监控系统对供配电的远程控制功能要求

应能实现开关控制。远程控制动作如下表：

* 1. 远程控制

|  |  |  |  |
| --- | --- | --- | --- |
| 被监控设备 | 操作位置 | 允许延时 | 记录时长 |
| 开关分合 | 监控机房界面 | 2s | 1年 |

* + 1. 监控系统对供配电系统间联动控制功能要求

根据电能质量事件发生，设备状态变化，电网干扰，电气故障时触发并记录报警。系统报警时自动弹出报警画面，并通过电子邮件，短信，语音提示报警信息，与消防监控系统联网，实时数据传送到消防控制中心。

子系统间联动控制算法如下表：

* 1. 联动控制

|  |  |  |
| --- | --- | --- |
| 信息点 | 安装位置 | 数据 |
| 类型 | 取值范围 | 精度 | 状态说明 |
| 输入信息 |
| 电流 | 进线开关 | 连续量 | 0%～ 100% | ±0.2% | — |

表B.15 联动控制（续）

|  |  |  |
| --- | --- | --- |
| 信息点 | 安装位置 | 数据 |
| 类型 | 取值范围 | 精度 | 状态说明 |
| 电压 | 进线开关 | 连续量 | 0%～ 100% | ±0.2% | — |
| 电流谐波 | 进线开关 | 连续量 | 0%～ 100% | ±2% | — |
| 电压谐波 | 进线开关 | 连续量 | 0%～ 100% | ±2% | — |
| 输出信息 |
| 电流骤升骤降 | 进线开关 | 通断量 | — | — | 电能质量报警 |
| 电压骤升骤降 | 进线开关 | 通断量 | — | — | 电能质量报警 |
| 不平衡电流 | 进线开关 | 通断量 | — | — | 电能质量报警 |
| 不平衡电压 | 进线开关 | 通断量 | — | — | 电能质量报警 |
| 电压中断 | 进线开关 | 通断量 | — | — | 电能质量报警 |
| THDi | 进线开关 | 通断量 | — | — | 电能质量报警 |
| THDu | 进线开关 | 通断量 | — | — | 电能质量报警 |